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Abstract 
 

Camera is widely used in daily life in recent years 
and causes our life towarding the ubiquitous camera 
environment. The analysis of camera videos offers the 
functions of detecting, classifying or identifying 
moving objects. The cooperation of multiple cameras 
for offering intelligent services has also become an 
important issue in recent studies. The cooperation 
relies on a pre-defined camera spatial relationship. It 
allows the prediction of the next possible camera when 
an object leaves the FOV (field-of-view) of one 
camera. To simplify the establishment of the camera 
spatial relationship, a method is proposed based on the 
analysis of video clips recorded from multiple cameras. 
The information of moving objects in the video clips is 
used to establish correct spatial relationship. The 
video clips of a community surveillance system with 13 
cameras are used for the experiment study of our 
method. The results show that the method can establish 
camera spatial relationship correctly. 
 
1. Introduction 

As cameras are widely used in daily life, including 
community surveillance, road surveillance, and home 
security, many related research subjects are studied, i.e. 
traffic flow analysis, vehicle classification, or collision 
detection and so on [1-4].  The analysis of camera 
image is used to generate critical information for 
surveillant, e.g., flame detection, missing/unattended 
object, or duress detection. In the recent years, the 
study and applications of surveillance cameras focus 
on the cooperation of multiple cameras to achieve 
various intelligent services. For example, the study 
presented by J. Black et al. in 2006 has adopted 
multiple cameras to monitor the same area. The 
location information derived from one camera can be 
used to correctly resolve and identify the size of an 
object comprehensively even if a portion of an object 
is obscured from the image of another camera. In 
addition, the researchers O. Javed et al. have in 2003 
presented the Knight system [6]. It is used to track 
specific moving objects by coordinating the varied 

surveillance area covered by multiple cameras installed 
in a corridor. O. Javed et al. have also in 2007 
proposed another automated surveillance visual system 
[7] in a physical environment.  Suppose all camera 
spatial relationship can be established automatically, it 
will greatly contribute to the feasibility and 
convenience of these methods. 

Under the circumstances of a fewer number of 
cameras, defining the cameras’ spatial relationship has 
not been a problem. However, when the number of 
cameras is large, the definition of camera relationships 
tends to cause system deployment problem. Besides, if 
there is a need to modify the relationship definition 
whenever cameras are added or removed, it is 
inconvenience to those methods and systems. 
Therefore, the ability to establish these relationships 
automatically will be useful to enhance the feasibility 
and convenience of these methods. 

 
2. Methods 

Suppose that we are focusing on the surveillance 
system at a community, where the FOVs of cameras 
would cover all roads in the community. Their FOVs 
may be either overlap or a distance apart. Each camera 
is assigned a unique number. The recording function is 
activated through motion detection. That is, the 
surveillance system will only begin recording the video 
clip when detecting a moving object. The format of 
video clips is AVI with 25 frames per second, and each 
frame is 320x240 pixels. According to the above 
environment, the process of the proposed method is 
depicted in Figure 1.  
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Figure 1: The process of our method 

 

Eighth International Conference on Intelligent Systems Design and Applications

978-0-7695-3382-7/08 $25.00 © 2008 IEEE

DOI 10.1109/ISDA.2008.58

23

Authorized licensed use limited to: CHAOYANG UNIVERSITY OF TECHNOLOGY. Downloaded on April 22,2010 at 04:07:47 UTC from IEEE Xplore.  Restrictions apply. 



2.1 Moving object detection 
A background subtraction method is used to locate 

moving objects [8, 9]. The first frame of each video 
clip is deemed as the background and updated every 25 
frames to avoid the significant change in background, 
e.g., brightness.  Figure 2 depicts an example of the 
detection of moving objects. In Figure 2(a), the label 
“[3]” indicates the video was recorded from the 
number 3 camera. The red rectangle depicts the 
detected moving object where it is moving away from 
the camera.  In Figure 2(b), the object is moving 
toward the camera.   

  
(a)                                        (b) 

Figure 2: Two examples of moving object detection 

The moving object information is stored in a 
corresponding XML file, whose content includes the 
information such as camera number, file name, 
recording starting time, object size and related 
information. 

 
2.2 Binary camera relationship generation 

In this step, the direction of a moving object in a 
video clip is detected to determine whether the object 
is moving toward or away from the camera. A partial 
result derived from this step is listed in Table 1. 

Table 1: Partial moving directions in video clips 
Video clip Direction 

06 (20-02-08 07’02”04).xml 
06 (20-02-08 07’04”57).xml 
06 (20-02-08 07’08”27).xml 
06 (20-02-08 07’27”37).xml 
12 (20-F3-08 07’02”09).xml 
18 (20-02-08 07’02”48).xml 

L 
L 
C 
U 
L 
L 

The notation “C” (coming) indicates that an object 
is moving toward the camera, “L” (leaving) indicates 
that an objective is moving away from the camera, “U” 
(unknown) indicates it is unable to detect the direction. 
The possible scenarios of unknown direction include, 
an object is standing still, or the time an object appears 
is too short. 

After an object’s movement is detected from a 
video clip, the camera relationship can now be 
established. The establishment is concerned with the 
spatial relationship on the surveillance area of two 
adjacent cameras. The relationship can be 
distinguished into three scenarios: the area covered by 

the two cameras is continuous, set apart, or partially 
overlapped. 

A time interval parameter is designed in order to 
establish the camera relationship under the above three 
scenarios. For two video clips that their direction is not 
“U”, if the difference between the ending time of one 
video clip and the starting time of the other video clip 
is smaller or equal than the time interval, the 
corresponding cameras of two video clips are regarded 
to be correlated. A camera pair is then established and 
denoted as (Cam1, Direction1)-(Cam2, Direction2). 

The partial results of time intervals two and three 
seconds are listed in Table 2. The pairs from one to 
five seconds are counted and sorted as listed in Table 
3. 
Table 2: Partial results of camera pairs derived with 

time intervals two and three seconds 
Time 
interval 

Camera pairs 

2 (18,L)-(24,L) 
(30,C)-(29,L) 
(12,L)-(18,L) 

(12,L)-(18,L) 
(24,L)-(30,C) 
(15,L)-(16,L) 

3 (18,L)-(24,L) 
(06,L)-(12,L) 
(30,C)-(29,L) 
(16,L)-(18,L) 
(24,L)-(29,L) 

(12,L)-(18,L) 
(12,L)-(18,L) 
(24,L)-(30,C) 
(15,L)-(16,L) 
(24,L)-(30,C) 

Table 3: Partial results on camera pairs 
Camera Pair Count 
(18,L)-(24,L) 
(30,C)-(29,L) 
(12,L)-(18,L) 
(16,L)-(18,L) 
(15,L)-(16,L) 

30 
28 
24 
20 
20 

Next, the previous and next binary relationships of a 
camera are also counted and sorted according to the 
camera pairs listed from one to five seconds. Partial 
results are listed in Table 4. 

Table 4: Partial results of camera’s previous and 
next relationships 

Camera no. Previous (count) Next (count) 
06 15 (3) 12 (19) 
12 06 (19) 18 (24) 
15  16 (20), 06 (3) 
16 15 (20) 18 (20) 
18 12 (24), 16 (20) 24 (30) 
24 18 (30) 29 (16), 30 (16) 
29 30 (28), 24 (16)  
30 24 (16) 29 (28) 

 
2.3 Triple camera relationship generation 

To strengthen the relationship of two adjacent 
cameras, a three-camera relationship further be 
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established in this step.  If a triple relationship can be 
established among three cameras, it means that there is 
a greater probability that the three cameras are adjacent 
to one another. The generation of triple camera 
relationship is checking any two camera pairs, denoted 
as (Cam1, Direction1)-(Cam2, Direction2) and (Cam3, 
Direction3)-(Cam4, Direction4). The generation is 
according to the following principle: 
1. When Cam2 = Cam3, and Cam2 utilizes the 

identical video clip to establish the pair of Cam1 
and Cam4, Cam2 and Cam4 are found to exist in a 
triple relationship, which is denoted as (Cam1, 
Cam2, Cam4). 

2. When Cam4 = Cam1, and Cam4 utilizes the 
identical video clip to establish the pair of Cam3 
and Cam2, Cam4 and Cam2 are found to exist in a 
triple relationship, which is denoted as (Cam3, 
Cam4, Cam2). 

Partial results of generated triple relationships are  
depicted in Table 5. The triple relationships are used to 
strengthen the relationship among cameras, no 
direction is recorded with the triple relationship. 

Table 5: Partial results of generated triple camera 
relationships 

Triple camera relationship Count 
(12,18,24) 
(06,12,18) 
(16,18,24) 
(24,30,29) 

20 
17 
16 
14 

 
2.4 Relationship combination 

By utilizing the above generated triple relationship 
and binary relationship, the relationships are combined 
at this step based on the following step.  

According to the camera’s previous/next 
relationship established earlier in Table 4, a camera 
number P with the largest value derived from a camera 
C’s previous sequences. C is checked with the next 
sequence of P. If C is also the largest camera number 
of P, C and P would be regarded as an adjacent 
relationship. The initial combination results usually 
consist of several series of relationship as listed in 
Table 6.  

Table 6: The initial combination results 
No. Relations 
1 06, 12, 18, 24 
2 15, 16 
3 30, 29 

The above initial results are further combined via 
the triple relationship according to the following rule: 
1. The last camera number in every serial 

relationship of the initial results is used to locate 
the most probable next and the next from the 

previous/next relationship to form a triple 
relationship.  

2. Being similar to the previous rule that requires 
locating the previous camera. The first camera 
number in every series of relationship, and the last 
probable previous camera from the previous/next 
relationship, and the camera number further up 
will form a triple relationship. 

3. By focusing on cameras that have not been 
combined via the above rules. The earlier binary 
relationship established is used to verify whether 
the first camera or the last camera of the present 
combination contain a binary relationship. If so, 
they are added to the foremost or the last of a 
series of relationship. 

According to the above rules, the final combination 
results are listed in Table 7. 

Table 7: The final combination results 
No. Relations 
1 06, 12, 18, 24, 30, 29 
2 15, 16, 18 

Finally, a comparison is made to any two given 
adjacent camera numbers to the results of the camera 
pair (as depicted in Table 3) to ensure the direction of a 
camera. The direction of a camera P with movement 
“C” is denoted as “<-,P”; contrarily, if the direction is 
“L”, it is then denoted as “P,->“. The final results are 
depicted in Table 8. 

Table 8: The final result 
No. Relations 
1 06,->,12,->,18,->,24,->, 

<-,30,29-> 
2 15,->,16,->,18,-> 

 
3. Experimental study 

We have conducted an experiment for the automatic 
establishment of camera relationship on a community 
surveillance system. There are three roads and a total 
of 13 cameras installed in the community. The 
experiment is separated into the peak hours 
(6:30~8:30am) and the off-peak hours (9:30~11:30am). 
The relationship is established at the interval of every 
ten minutes. The correct and error ratios in percentage 
are used to evaluate the performance of our method. 

The experiment results are depicted in Figures  3 
and 4. Figure 3 depicts the successful ratio and error 
ratio. Assume the total number of camera relationship 
is denoted as N, and M relationship established in a 
given time period, in which the correct relationship is 
denoted as m1, and the error relationship is denoted as 
m2, M=(m1+m2). The correct and error ratios equal to 
m1/N and m2/N, respectively. 
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(a)                                       (b) 
Figure 3: Peak hour results 
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(a)                                       (b) 

Figure 4: Off-peak hour results 
As can be extrapolated from the experiment charts, 

regardless of what time period, the volume of a 10-
minute video clip will suffice to bring the successful 
ratio to 50%, and all camera relationship can be 
identified comprehensively in roughly a matter of 60 
minutes; conversely, the error ratio tends to diminish 
as the timing increases, which is the major advantage 
of the method the paper presents, whereby through the 
accumulation of the volume, it becomes easier to weed 
out the erroneous scenarios.  Figure 4 depicts an 
successful ratio and error ratio graph conducted during 
the off-peak hours, in which as the volume of moving 
objects appear less during the off-peak hours, resulting 
in a relatively lesser camera relationship identified 
using the method, it takes a longer time of 
approximately 100 minutes or so in order to locate all 
correct relationship when compared with that during 
the peak hours; in addition, when analyzing the first 10 
minute of a video clip, only approximately 20% to 
30% of successful relationship can be identified. 

 
4. Conclusion 

The paper attempts to design an automatic method 
for establishing the camera relationship by analyzing 
the video clips of a multi-camera surveillance system. 
According to the experimental results, the method is 
able to generate comprehensively camera relationship, 
and as long as there is a given span of time defined, it 
is able to detect in a video clip the direction and 
relationship among the cameras based on the timing 
and spatial information of a moving object. The 
proposed method is useful to enhance the practicality 
and convenience of multiple camera services and 
applications. 
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